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Abstract 
3D printing has immense potential to enhance the lives of people 
with visual impairments (PVI) by enabling them to understand 
shapes and other details through touch that words alone cannot 
convey. Several initiatives have made 3D tactile models accessible 
to PVI, yet these models are typically created by sighted individ-
uals. Our goal is to empower PVI to create 3D tactile models in-
dependently, making 3D printers accessible to them. The biggest 
bottleneck for PVI in using 3D printers is the inability to read text 
on their display. Our work specifcally focuses on making scrolling 
text and menus readable. Through a user study with 13 PVI (fve 
blind and eight with low vision), we confrmed the efectiveness 
of the implemented functions over conventional smartphone apps 
and wearable devices. 

CCS Concepts 
• Human-centered computing → Accessibility systems and 
tools. 
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1 Introduction 
“Objects such as snowfakes, castles, and butterfies have become more 
than just words when explored as a 3D print.” This impressive sen-
tence appears in the very beginning of [10], which reports the 
activities of See3D [17], a non-proft organization that manages 
the printing and distribution of 3D-printed models for people who 
are blind. Similar activities include [2, 3]. 3D printing has immense 
potential to enhance the lives of people with visual impairments 
(PVI). 3D-printed tactile objects are invaluable sources of infor-
mation for PVI, enabling them to comprehend shapes and other 
details through touch that words alone cannot convey [2, 17]. These 
objects can also serve as efective educational tools, which greatly 
beneft students with visual impairments [3, 12]. 

However, there is little literature (e.g., Minatani [12]) and few 
Web sites (e.g., Round Table [1]) on the use of 3D printers by PVI 
to print 3D models. There are several benefts for PVI using 3D 
printers [12]. The most signifcant is the ability to independently 
produce desired objects. 3D printing enables PVI to create the ob-
jects they want on their own, without depending on sighted people 
to interpret their descriptions, which can often be challenging and 
inaccurate. Another key beneft is the potential for personalized as-
sistive devices. 3D printers allow individuals with visual and other 
impairments to design and create customized assistive technolo-
gies tailored to their specifc needs. This is crucial as traditional 
assistive devices often do not meet individual requirements due to 
the relatively small disabled population. 

Therefore, we aim to make 3D printers accessible for PVI. Meth-
ods that allow PVI to read text on home appliance displays have 
been extensively researched [4, 7–9, 11, 14–16, 18]. The major con-
cerns of previous research include how to fnd the location of the 
text, how to take a good-quality photograph of the text, and how 
to read the text well. However, our work addresses completely dif-
ferent issues: scrolling text and menus. We implemented reading 
functions for them, which, to the best of our knowledge, is a novel 
contribution. Our method for scrolling text is simple yet efective, 
making it easily applicable to other OCR engines in smartphone 
apps and wearable devices. We implemented a prototype system for 
accessing a 3D printer console for its potential needs of PVI (e.g., 
[13]). A user study involving 13 PVI (fve blind and eight with low 
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Figure 1: The console of 3D printer, which consists of a liquid 
crystal display (LCD) on the left and a control knob with a 
reset button directly under the control knob on the right. 

Figure 2: Overview of the proposed system, consisting of a 
camera mounted on the stand, a speaker, and a laptop com-
puter. 

vision) confrmed the efectiveness of the functions implemented 
over conventional smartphone apps and wearable devices. 

The contributions of this paper are summarized below. 
(1) To the best of our knowledge, we are the frst to implement 

a function to read scrolling text. Our method is simple yet 
efective, making it easily applicable to other OCR engines 
in smartphone apps and wearable devices. 

(2) To the best of our knowledge, we are the frst to implement 
a function that reads the selected menu item. 

(3) Through a user study with 13 PVI, we demonstrate that the 
proposed functions signifcantly enhance the ability of PVI 
to operate the 3D printer console. 

2 Proposed System 
The proposed system is tailored for Original Prusa i3 MK3, a consumer-
grade 3D printer. The 3D printer has a console panel, as shown in 
Fig. 1, which consists of an LCD on the left and a control knob with 

a reset button directly under the control knob on the right. The 
knob can be turned and pushed. When turning the right knob clock-
wise or counterclockwise, a clicking sound is played and the cursor 
moves one step downward or upward. Pushing the knob makes 
a selection. The LCD displays white text on a blue background, 
showing four lines vertically and 20 characters horizontally. The 
LCD is surrounded by a black frame, which is encased in an orange 
plastic housing. Fig. 2 shows an overview of the proposed system 
attached to the 3D printer. The system consists of a web camera, a 
speaker, and a laptop computer. The web camera is mounted on the 
plastic stand printed by the 3D printer. The stand, printed using the 
3D printer itself, ensures that the camera is positioned to capture 
the display head-on when ftted into the console. 

2.1 Reading function for menu 
Reading menus presents three main challenges: 

(1) Cursor position detection: The text that should be read 
out is adjacent to the cursor. Therefore, the frst step is to 
detect the cursor, and then identify the text adjacent to it. 
The system reads out the text only when the cursor moves. 
Therefore, when the movement of the cursor is detected, 
the system determines its position and reads out the item 
pointed to by the cursor. This process is realized by character 
recognition and its simple post-process to fnd the adjacent 
text. When reading out, the system speaks “The cursor points 
to” before the item pointed to by the cursor. 

(2) Vertical scroll detection: If the number of menu items 
exceeds the number of vertical lines on the display, some 
menu items will extend beyond the visible screen area. When 
the cursor is at the top of the screen and the user attempts 
to move it further up, the screen will scroll down to reveal 
the new item, unless the cursor is already pointing to the 
frst item in the menu list. The same principle applies when 
the screen scrolls upward. This process is realized by change 
detection. 

(3) Screen transition detection: Transitioning to a new level 
in the menu hierarchy should be detected. Pressing the knob 
causes a transition to a new screen displaying more detailed 
information about the selected item. This process is also 
realized by change detection. 

2.2 Reading function for horizontal scrolling 
text 

Reading scrolling text poses a unique challenge since the entire 
text cannot be seen at once. Therefore, we need to recognize the 
visible portion of the text in each frame (say, partial text string) 
and concatenate them to form a complete message. We refer to 
this concatenated text across multiple frames as the integrated text. 
Although text recognition techniques are generally accurate, they 
are inherently prone to errors. Therefore, our method must be ro-
bust against recognition errors while avoiding the consumption 
of large computational resources. To address these requirements, 
we propose a simple and efcient method. Our method frst aligns 
the partial text strings and then selects the character that occurs 
most frequently at each position, which form the integrated text. 
However, the partial text string sequentially arrives one by one. 
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Therefore, our method sequentially concatenates partial text strings 
by alternating between two key processes: text string alignment 
and text concatenation. In the text string alignment process, the 
method fnds the most appropriate position to align the partial 
text string from the current frame with the integrated text. This 
ensures that the new partial text string is correctly positioned in 
relation to the already concatenated text. Once the text is aligned, 
the text concatenation process merges the new text string with the 
integrated text. To ensure robustness against recognition errors, we 
employ a voting mechanism during the merging process. That is, 
we prepare a voting table for each position and take the character 
that occurs most frequently as the representative of the position. 
This voting system helps to minimize the impact of individual recog-
nition errors on the fnal integrated text. By iteratively applying 
these two processes, our method efectively reads scrolling text 
while maintaining efciency and robustness. 

3 User study 
We conducted a user study with 13 PVI: fve blind and eight with 
low vision, seven males and six females, whose ages ranged from 
34 to 77, with an average age of 51.8 years. We started with a pre-
study interview to collect participants’ demographic information 
and understand the participants’ experience with smartphone apps 
and wearable devices that help to obtain visual information. Then, 
we conducted two sessions to evaluate two reading functions of 
our prototype system comparing with the participants’ preferred 
method from among their eyes for those with low vision and the 
smartphone apps and wearable devices they selected. Finally, we 
conducted a post-study interview to supplement our quantitative 
results and to gain further insight into user preferences and needs. 

3.1 Study design 
In the frst session (menu selection tasks), we prepared three dif-
ferent operation tasks, which require 1-, 2-, and 3-step operations, 
respectively. Before each task, we informed the participants of the 
items to select and the order to follow. We asked participants to 
perform the tasks using the proposed method and the conventional 
method. As a combination of three tasks and two methods, there 
were six experiments in total. The order of these experiments was 
randomly shufed for each participant. The time required to com-
plete the operation was measured. If participants felt that they 
could not complete the task even with more time, or they felt they 
were so tired, we allowed them to quit the task prematurely to 
reduce the participant’s workload. In such a case, we simply con-
sidered the time of quitting as the time taken to complete the task. 
For tasks spanning multiple screens, we immediately pointed out 
any wrongly selected item, asked the participant to return to the 
previous screen, and resumed the experiment. 

In the second session (scrolling text), participants are asked to 
hear the fle names on an SD card that gradually scroll horizontally 
over time using the proposed system and the conventional method 
separately. We asked a question to ask whether the function is useful. 
Initially, we had planned to ask participants to estimate the fle 
names using two methods, respectively and compare the required 
times and accuracies. However, due to the extreme difculty of 

Table 1: Session 1 results: mean and standard deviation of 
the time distributions in seconds. The p-value was calculated 
using a one-sided Mann-Whitney U test. 

Task Proposed Conventional p-value 
Mean ± SD Mean ± SD 

Task 1 25.5 ± 12.7 273.6 ± 302.5 0.01563 
Task 2 
Task 3 

88.8 ± 81.2 
153.7 ± 49.5 

357.8 ± 316.2 
723.2 ± 563.0 

0.02012 
0.001468 

using the conventional method for this task, we decided to abandon 
this plan. 

3.2 Result 
In the frst session (menu selection tasks), we compare the time 
taken to complete the tasks of selecting specifc menu items. Table 1 
shows the mean and standard deviation of the time distributions 
in both methods for each task for each method. The table indi-
cates that the proposed method completed all tasks in a shorter 
time than the conventional method. This is because the proposed 
method always read out the item pointed to by the cursor, with-
out requiring adjustment of the camera angle. On the other hand, 
the conventional method required the participants to adjust the 
camera angle by themselves. Furthermore, the smartphone apps 
participants used had difculty in recognizing the cursor, hence 
requiring multiple attempts to recognize it before the app read out 
the cursor. Some participants judged that the smartphone app did 
not read out the cursor. Therefore, they tried to memorize the order 
of the items by saving what the app read in a memo app. However, 
there were exceptional cases: two participants had low vision and 
could see the text on the display with their own eyes, so they oper-
ated while looking at the display. In their cases, the conventional 
method (i.e., their own eyes) required a shorter time to complete the 
tasks than the proposed method. Table 1 also shows the p-values. 
Since the number of samples was small and normality could not be 
assumed, we conducted a Mann-Whitney U test to see if there was 
a signifcant diference between the two methods. As a result, the 
p-value was less than 0.05 for all tasks, which can be said that the 
time required to complete the tasks in the proposed system was 
signifcantly shorter than the conventional method. 

In the second session (scrolling text), we present the results of an 
interview to see if the proposed system could be used to understand 
fle names on an SD card that scroll horizontally. We asked the 
question, “Do you think concatenating horizontally scrolling text 
into a single sentence would help you understand the fle name that 
scrolls horizontally?” Seven participants (53.8%) strongly agreed, 
three (23.1%) agreed, two (15.4%) answered neutral, and one (7.7%) 
disagreed. 

4 Discussion 

4.1 How to improve the proposed method 
Feedback from participants in the user study provided valuable 
insight on how to improve the proposed method. The suggestions 
include reducing silent durations, improving response speed, and 
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reading only the information pointed to by the cursor when navigat-
ing menus. Interestingly, these desired improvements align closely 
with the behavior of screen readers. It is uncertain whether this 
preference stems from the participants’ familiarity with screen 
readers or because screen readers have been well-developed over 
time. 

4.2 Applying the proposed method beyond 3D 
printers 

The proposed method is tailored for a specifc model of 3D printers, 
which may raise concerns about its applicability to other models or 
home appliances. Although custom setup is required for each target 
device, eforts can be made to reduce adjustments. The following 
functions need to be adapted for broader applicability. First, the 
character recognition engine in our system is trained on character 
images obtained from the 3D printer screen. To generalize the OCR 
part, we may rely on the latest techniques in scene text recognition. 
Second, diferences in screen layout must be addressed. As the 
layout of the screen varies between models and appliances, manual 
customization may be necessary. However, labor can be reduced 
by modularizing functions. Advances in generative AI, such as 
ChatGPT [5] and Claude-3 [6], could automate this problem to 
some extent. For example, if the manual for the target model is 
distributed in PDF format, it would be possible to customize the 
system with minimal human intervention by loading the manual 
into a generative AI. We look forward to such a future where AI 
can signifcantly reduce the efort required for customization. 

5 Conclusion 
Our goal is to empower PVI to create 3D tactile models indepen-
dently. This autonomy allows them to produce desired objects 
without relying on sighted individuals, overcoming the challenges 
and inaccuracies of verbal descriptions. The biggest bottleneck for 
PVI in using 3D printers independently is the inability to read text 
on their display. Therefore, this paper specifcally focuses on mak-
ing 3D printers accessible by addressing the challenge of reading 
scrolling text and menus. Our method for scrolling text is simple 
yet efective, making it easily applicable to other OCR engines in 
smartphone apps and wearable devices. 

We conducted a user study with 13 PVI, comparing our prototype 
system with their preferred methods, including smartphone apps, 
wearable devices, and their own eyes if they have sight. In the 
experiment of the reading function for menus, most participants 
completed the tasks faster using our prototype system and preferred 
it, except for those who used their own eyes. In that for scrolling 
text, all participants, including those who used their own eyes, 
recognized the advantages of our prototype system and preferred 
it. Some participants expressed their desire to see the proposed 
reading function for scrolling text implemented in smartphone 
apps. Some suggested improvements to the user interface of the 
prototype system, such as eliminating silent durations and reducing 

the response time after user operations. Interestingly, most of their 
requests aimed to make the behavior of the system similar to that 
of screen readers. 
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