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1 Introduction

These days more and more people have begun to use a smart phone, and
there are a lot of applications for smart phones. ”Utsushite Honyaku” is one
of them and is used for scene character recognition [1]. This application can
recognize words and characters in a captured image and translate them au-
tomatically. By using this application, the users can avoid typing the text,
and they can know the meanings of the words and characters. In such an
application, the accuracy and processing time are very important. Therefore
we have to deal with several requirements. First, it has to be robust to per-
spective distortions because the users may take character images from various
directions. Second, it also has to be robust to text layout changes. Sometimes
texts are not on a straight line but on a circle. In addition, some texts in scene
images are on a colorful background. Recognizing characters on a complex
background is a very difficult problem and such a problem often causes bad
recognition results. At last, the system must run in real time not to make the
users wait so long.

Iwamura et al. proposed a method which solves the problems above [2]. The
method consists of 3 steps. First, local features are extracted from local parts
of a character image. Second, the extracted features are matched with ones
stored in a database. Finally, characters are detected and recognized by using
arrangements of the matched local features. The local feature descriptor is
robust to perspective distortions and it can recognize characters on a complex
background. Therefore the method obtains a high recognition rate for scene
character recognition. However the processing time is a big problem. Although
their method runs at around 1 fps in high spec machines, it is very difficult to
run in smart phones. Therefore, we need to reduce the computational time.

In this paper, we consider to reduce the computational time. After matching
features, matched features include a lot of redundant features. In order to
reduce them, we employ reference point (in short RP) [3]. By using RP, we
can know how correct the features are. Therefore we discard features with
lower reliability. Then, because of the decrease of features, we can reduce the
computational time in character recognition process except feature extraction

and matching.
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2 Character Recognition Method Using Local Fea-

tures

In this section, we introduce a method of Iwamura et al [2]. Figure 2.1 shows
an overview of the method. As already described in the previous section, the
recognition process is mainly divided into 3 steps. We describe the detail of

each step below.

2.1 Feature Extraction

In the feature extraction step, we detect feature points and describe feature
vectors from a query image by using SIFT. To detect each feature point, we
compare a pixel value with the neighbor pixels. If the pixel value is extremal,
the pixel is regarded as a feature point. After detecting feature points, we de-
scribe feature vectors from each feature point. 128-dimensional feature vectors

are described by considering the pixel values around each feature point.

2.2 Matching Features

Then, each feature vector is matched with feature vectors stored in a database.
Euclidean distance is used to compute the distance between two vectors and
the pair with the shortest distance is the matching result. After the process,
each feature point has the label that the feature point is matched to which
feature point of which reference character. The position of the matched feature
point is used to recognize characters in the following process. In the matching
process, we used an approximate nearest neighbor search method proposed by
Sato et al. [4].

2.3 Character Recognition

The final step is the character recognition. Figure 2.2 shows an overview of
the process. We use an assumption that a character region in the query im-
age has the large number of feature points of the corresponding character.

Therefore, we search for such a region by looking into a close region around

gooooooooooooooo



2 CHARACTER RECOGNITION METHOD USING LOCAL FEATURES

3

each feature point. However, this process shows only the vague position of the

characters. Thus we use the information of matched feature points to detect

the exact region of each character. Precisely, we find three pairs of feature

points from the vaguely revealed character region. The feature points must

have the same character ID as the character of the region. Then we calculate

an affine transformation matrix from the positions of the feature points. By

projecting the reference character region to the query image with the matrix,

we can detect the exact region of the character. Besides, we improve the de-

tection accuracy by applying RANSAC to the feature points in the character

region [5]. By applying RANSAC the probability of mis-detection decreases

so much, thus we can regard that the character recognition process finishes at

the same time. According to the result of RANSAC, each recognized character

has a score based on the confidence ratio to the recognition result.
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Figure 2.1 An overview of the conventional method proposed by Iwamura et al. and the
proposed method.

In the conventional method, in learning process, local features are extracted from
learning images and stored in the database. In recognition process, local features are
extracted from a query image. Next, each feature is matched with one in the database.
After that, by using the matched features, the characters are recognized and the
character regions are segmented at the same time. In the proposed method, in learning
process, also an orientation and distance from each feature point to the center of the
character (a reference point) is stored. In the learning process, after matching process,
reference point of each feature is estimated by the orientation and distance, and we cast
a vote for the reference point. Then features whose reference point has a low score are
discarded.

gooooooooooooooo
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Figure 2.2 A detail of the character recognition process.
First, local features extracted from a query image are matched with those of reference
images. Then the character region is projected to the query image by using mapping

matrix calculated from the arrangements of matched local features.
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3 Proposed Method

Extracted and matched features include a lot of redundant features in the
recognition process. The redundant features are extracted from the back-
ground and parts of characters that are similar to other parts of characters.
Although we can avoid mis-detection caused by them with RANSAC, we can-
not avoid the increase of the computational time. Therefore we consider that
if we can discard the redundant features, we can reduce the computational
time. In this section, we propose a method to reduce the redundant features
with an idea of reference point (in short RP) [3].

Figure 2.1 shows an overview of the proposed method with RP. As shown
in the figure, in the learning process we extracted not only feature vectors but
also orientations and distances from each feature point to the center of the
reference character. We define a point which is located in the orientation and
distance from the feature point as an RP. If features are correctly extracted
and matched, the RP is expected to correspond to the center of each reference
character. However, in many cases, there are falsely extracted and matched
features. Now, votes are casted for RPs features. The number of votes of an RP
is equivalent to the number of RPs in the close place. If a feature is correctly
extracted and matched, the number of votes of an RP becomes high. If not, it
becomes low. Then, if the number of votes of an RP is fewer than a threshold
t, we discard only the feature.

However, in a real condition, even if features are correctly extracted and
matched, they are not often completely concentrated to one point but scattered

around there. Therefore we regard RPs within radius r as the same RPs.
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4 Experiment

In order to evaluate the effectiveness of the proposed method, we conduct
an experiment with different value of ¢ and r. In this section, we show three
different types of results from running the system. One is that how much
features can be decreased with RP. The second result shows the computational

time. Finally we show the recognition rate.

4.1 Experimental Condition

As the reference images, we employed 71 categories of Hiragana and Katakana
respectively and 1,945 categories of Kanji (Chinese character) in MS Gothic
font with the same condition as [2]. Some pairs of alphabet characters are
treated as the same class (for example I and | are the same class) since they
are in the relationship of similar transformation. In the experiment, we cat-
egorized the alphabets with the same manner as [6]. We used a computer
whose CPU was core i5 2.3GHz and the memory was 6GB. Figure 4.1 shows
the 6 query images. The resolution of the images was 640 x 480. We changed
t from 2 to 10 and r from 0 to 99.

4.2 Results

Figure 4.2 shows the numbers of features. The figure shows that a large
number of features were discarded by the proposed method. However, the
discarded features may include not only redundant features but also valid
features.

Figure 4.3 shows the computational time in character recognition process
except for feature extraction and matching. It shows that the smaller ¢ be-
came and the larger » became, the higher the computational time was. There-
fore the computational time with RP decreased in any case.

Figure 4.4 and 4.5 show the recognition rates. As shown in Figure 4.4, we
know that all recognition rates were the same with 7 larger than 15 and ¢
was in the range of 2 to 5. As shown in Figure 4.5, when ¢ varied from 5 to 10,
we know that the larger ¢t was, the lower the recognition rate was. Therefore
we know that the best ¢t was 5.

gooooooooooooooo



4 EXPERIMENT 8

Hlragana Katakana Alphabet

Figure 4.1 A part of query images.

From these experiments, we found that when ¢ was equivalent to 5 and r
was equivalent to 16, the performance of the proposed method was the best.
Now we also show the results of conventional method and proposed method
with the best parameters in Table 4.2. This table shows that with the same
recognition rates the number of features was decreased by about 1/30. And
decrease of the number of features reduced the computational time by about
1/4. This result shows that a lot of features and the computational time in
the recognition process except feature extraction and matching with keeping
recognition rate could be reduced. But we cannot say that we reduced the

total computational time substantially.
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Figure 4.2 The number of features.

Table 4.1 The results of the conventional method and the proposed method with the

best parameters (t=5 and r=16).

Computational time shows the time in the recognition process except feature extraction
and matching and includes time of RP in Prop.

Total computational time shows the time in the recognition process.

Conv. | Prop.
Recognition Rate 55% | 55%
Number of Features 14370 | 557
Computational Time 30ms | 10ms
Total Computational Time | 414ms | 391ms
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Figure 4.3 The computational time in character recognition process except feature ex-

traction and matching.
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Figure 4.4 The recognition rates (t = 2 to 5).
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Figure 4.5 The recognition rates (¢t = 5 to 10).
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5 Conclusion

In this paper, we proposed the method to reduce a computational time in
a method proposed by Iwamura et al. By using the idea of reference point,
we reduced the redundant features. As a result, the computational time with
RP decrease by about 1/4 in comparison with the one without RP. Our future
works are to vary ¢ and r dynamically and experiment the proposed method to
various query images. And we also have to improve other processes to reduce

the total processing time.
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