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Abstract Camera-based character recognition has a possibility to realize a variety of applications and has been

paid attention. However, character images are often taken from different angles and characters tend to be distorted.

In such a case, recognition accuracy becomes worse. Therefore, we must find some methods to deal with this

problem. In this paper, we experimentally evaluate some affine-invariant local descriptors by testing how well

they can recognize affine distorted characters. As a result, affine-invariant local descriptors are robust to affine

distorted characters to some extent.
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1. Introduction

Camera-based character recognition becomes more and

more popular. This enables us to recognize characters au-

tomatically by using a portable camera. It has a possibility to

realize a wide variety of applications. “Translation-camera”

is a good example; in case you go abroad and find unknown

words on a banner, you can take a picture of that and soon get

the translated words. Such a system is very useful.

In order to realize the system, there are several problems.

For example, character images are often taken from different

angles and characters are distorted by projective transforma-

tion. In such a case, recognition accuracy becomes worse.

Therefore, we must realize a robust recognition system for

distorted characters.

In the field of object recognition, some local feature de-

tectors and descriptors have been proposed. Feature detec-

tors are used to extract discriminative features from an im-

age. Extracted features are described as feature vectors by us-

ing a feature descriptor. By calculating the distance between

each feature vector extracted from two different images, we

can compute the similarity between two images. ASIFT [1],

Harris-Affine and Hessian-Affine [2] are feature detectors and

descriptors. The three methods are invariant to scale and

affine transformation. They can recognize distorted images

accurately. They utilize the fact that projective transformation

can be approximated by affine transformation to some extent.

However, whether they can recognize distorted characters is

Figure 1 The result of feature detection by SIFT.

yet to be shown. Thus it is important to confirm the recogni-

tion accuracy of the methods for affine distorted characters.

In this paper, we evaluate the robustness of the affine invari-

ant features to affine distorted characters by testing how well

these three methods can recognize them. Compared methods

are above three and SIFT [3]. SIFT is also a local feature detec-

tor and descriptor but is not invariant to affine transformation.

2. Local feature detectors and descriptors

2. 1 SIFT

Scale-Invariant Feature Transform (SIFT) is a local feature

detector and descriptor proposed by David Lowe [3]. SIFT

is used for matching of an image mosaic and object recog-

nition [4]. The method extracts discriminative feature points

from an image. The feature points are described as feature

vectors by the SIFT descriptor. Figure 1 shows the result of

feature detection. Extracted features are invariant to rotation,

scale, and partially invariant to illumination and viewpoint



Figure 2 Circular regions extracted by Harris-Affine. Each region is

invariant to scale and affine transformation.

changes. The process is mainly divided into two steps.

The first step is feature detection. In this step, SIFT de-

cides the location and scale of feature points by scale-space

extrema detection using Difference-of-Gaussian (DoG). Maxi-

mal or minimal pixel values are searched in the scale-space by

comparing each pixel to its neighbors. Such points are treated

as feature points. After that, we reject unstable feature points

by considering the contrast of the image.

In the second step we obtain feature vectors computed from

the feature points. SIFT calculates orientations of the feature

points in order to normalize the direction of them. Then

128-dimensional feature vectors are computed based on the

orientations. These feature vectors are normalized to the unit

length in order to be invariant to change of illumination.

2. 2 Harris-Affine

Harris-Affine is a local feature detector proposed by Miko-

lajczyk and Schmid [2]. The method is invariant to scale and

affine transformation. In the method, corner points are ex-

tracted as feature points by using Harris corner detector. It

utilizes a Harris matrix which considers the changes of image

intensity. Corner points are searched through Gaussian scale-

space in order to be invariant to scale changes. Then, a scale

invariant region is computed from each corner point. The

shape of the region is an ellipse. After that, each ellipse region

is normalized to circle region by affine shape adaptation to be

invariant to affine transformation. Figure 2 shows extracted

regions which are invariant to scale and affine transformation.

At last, from the information of the ellipses feature vectors are

computed by using SIFT descriptor.

2. 3 Hessian-Affine

Hessian-Affine is also a local feature detector proposed by

Mikolajczyk and Schmid [2]. It consists of almost same pro-

cess as Harris-Affine. The only difference from Harris-Affine

is Hessian-Affine utilizes a Hessian matrix to compute corner

points instead of using a Harris matrix.

2. 4 ASIFT

ASIFT is an affine invariant local feature detector and de-

scriptor proposed by Guoshen Yu et al. [1]. This method is

based on SIFT and is invariant to affine transformation. While

Harris-Affine and Hessian-Affine normalize all six parameters

of affine transformation, this method simulates three out of

six parameters. The three simulated parameters are the scale

of an image and two axes that decide camera direction. The

remaining three parameters, which decide rotation and trans-

lation are normalized by SIFT. In the process, first this method

simulates the two axes of camera direction, and then simulates

the scale and normalizes the translation of the camera parallel

to its focal plane and the rotation of the camera around its

optical axis by SIFT. At last, Feature vectors are described by

SIFT descriptor.

3. Recognition methods

To recognize a query image, we compute the similarity be-

tween the query image and each reference image. The ref-

erence image which is most similar to the query image is

the recognition result. We utilize the nearest neighbor search

method to search for the most similar image. In order to com-

pute the similarity between a query image and a reference

image, we calculate the Euclidean distance between each fea-

ture vector extracted from the query image and that of the

reference image. We apply the calculation to all the refer-

ence images. Before the process, we create a database which

contains the feature vectors extracted from all the reference

images. Each feature vector has an image ID of a reference

image. Feature vectors extracted from the same image have

the same image ID. After the calculation, for each feature vec-

tor of the query image we search for the feature vector from

the database which has the shortest distance from each feature

vector of the query image. Then, we cast a vote for the image

ID of the nearest feature vector. We apply the voting process

to all feature vectors of the query image. Finally, the image ID

with the maximum votes is the recognition result.

4. Experiments

In order to evaluate the four methods above, we experi-

mented how well they can recognize affine distorted char-

acters. We employed 62 characters from numerals and al-

phabets; 10 figures, 26 capital alphabets, and 26 lowercase

alphabets. The binary images of each character were treated

as reference images. The font was “Arial” and the size was

60pt. Each reference image was put on the center of a white

image whose sizes were 128 × 128 pixels. Since some charac-

ters were difficult to distinguish under affine distortions, the

characters in a cell in Table 1 were treated as the same class in

the experiments.

We prepared test images by applying various affine trans-

formations to the reference images. For the sake of that, the

affine transformation matrix T =

a b

c d

was decomposed into



(a) rotation

(θ=9π/16)

(b) independent

scaling

(α=3.0)

(c) shearing

(φ=-1.0)

Figure 3 Examples of affine distorted characters.

Table 1 List of similar characters. Characters in a cell were treated

as the same class.

0 O o 6 9 I l C c S s V v

W w X x N Z z p d q b u n

T = L(β)R(θ)S(φ)A(α) (1)

=

β 0

0 β


cosθ −sinθ

sinθ cosθ

1 tanφ

0 1


α 0

0 1/α

 ,
where

α = ±
√

a2+ c2

ad−bc
, (2)

φ = tan−1 ab+ cd
ad−bc

, (3)

θ = cos−1 ±a√
a2+ c2

, (4)

β = ±
√

ad−bc. (5)

α, φ and θ represent the parameters about the independent

scaling, the shearing and the rotation, respectively. Since β is

the scale parameter, we changed the remaining three param-

eters α, φ and θ in the following ranges: α = {1.0,1.25, · · · ,4.0},
φ = {−1.0,−0.9, · · · ,1.0}, and θ = {0,π/16, · · · ,π}. Only one pa-

rameter was changed at one time while the remaining two

parameters were not changed. We applied this to all three

parameters to create test images. Figure 3 shows examples of

the test images.

Utilized source codes and binary files of the four methods

are from the following websites. SIFT is from [5], Harris-

Affine and Hessian-Affine are from [6] and ASIFT is from [7].

In the experiments, we did not measure the processing time of

the four methods because the datasets of some methods were

distributed only with binary files. Thus we could not mea-

sure the accurate recognition time through the whole process.

Table 2 shows performance comparisons of the four methods.

The number of feature points in the table were computed

by extracting feature points from the character image of “0”.

Since binary files of ASIFT could not extract features from

small images, we magnified all the images three times in ev-

Table 2 Performance comparisons of the four methods. The number

of feature points represents the number of extracted feature

points from the character image of “0”.

Affine Scale The number of

transformation changes feature points

SIFT × ○ 20

Harris-Affine ○ ○ 8

Hessian-Affine ○ ○ 72

ASIFT ○ ○ 151

Table 3 Relationships between changes of the parameter of indepen-

dent scaling and the number of feature points extracted by

each method from the character image of “A”

α=1.0 α=2.5 α=4.0

SIFT 28 8 4

Harris-Affine 76 14 5

Hessian-Affine 96 66 0

ASIFT 314 42 13

ery experiment.

Figures 4 to 6 show the relationships between each param-

eter and the recognition rates of the methods. As shown in

Fig. 4, all four methods could recognize rotated characters

robustly. However because SIFT is not invariant to affine

transformation, the recognition rates fell rapidly as the inde-

pendent scaling and the shearing became serious as shown

in Figs. 5 and 6. Also the remaining three methods were

not so robust to independent scaling. The bad recognition

rates might be caused by the shrinking of character images.

In the experiment, character images shrank vertically by ap-

plying the independent scaling. Because of that, the number

of extracted feature points became less and less as indepen-

dent scaling got serious. Table 3 shows the relationships be-

tween changes of the parameter of independent scaling and

the number of feature points extracted by each method. In

all the methods the number of feature points decreased as

independent scaling became serious. Therefore, it became

more difficult to distinguish the characters. As for rotation

and shearing, the number of feature points did not change

so much as the transformation became serious. Because of

the shrinking of characters, also geometric characteristics of

each character like round shape or angulate shape might be

destroyed. As a result, characters like “5” and “s” were some-

times difficult to distinguish.

Though Harris-Affine and Hessian-Affine are affine-

invariant detectors the two methods were not so robust also

to shearing. it might be caused by the way to normalize el-

lipse regions to circle regions. In the process, two axes of each

ellipse were adjusted to change the ellipse to circle. However,

this process cannot cover all of shearing transformation.
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Figure 4 Relationship between the rotation(θ) and recognition rates

of the four methods.

 0

 20

 40

 60

 80

 100

 1  1.5  2  2.5  3  3.5  4

R
ec

og
ni

tio
n 

R
at

e[
%

]

α

SIFT
Harris-Affine

Hessian-Affine
ASIFT

Figure 5 Relationship between the independent scaling(α) and

recognition rates of the four methods.

Among the four methods, ASIFT had the best recognition

rates in all the experiments. However, the result is still insuf-

ficient to realize the robust character recognition system. We

consider what reduced the recognition rates as follows.

First, since character images usually have only two colors,

black color for characters and white color for the background,

the pixel values do not change except neighborhoods of con-

tours of characters. Thus the variety of image intensity comes

to monotonous compared with scenery images. Feature de-

tectors can not extract discriminative feature points from char-

acter images according to the information of pixel values.

Second, characters which contain the shape of another char-

acter tend to fall into a false recognition. For example, “w” has

the shape that double “v” are connected. Thus “w” has more

feature vectors similar to those of “v”, and “v” was sometimes

recognized as “w” or “M”. In order to solve the problem, it

might be efficient to reject too similar pairs of feature vectors

from an image.
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Figure 6 Relationship between the shearing(φ) and recognition rates

of the four methods.

5. Conclusion

In this paper, we evaluated local feature descriptors in re-

spect to the recognition accuracy of affine distorted charac-

ters. We experimented how well they can recognize affine

distorted characters. Affine-invariant feature detectors and

descriptors were robust to rotation and shearing of character

images. However, they were not so robust to independent

scaling because character images shrank heavily in a direc-

tion by independent scaling. It caused the decrease of the

number of extracted feature points and the features were not

discriminative.

As a result, character recognition by using affine-invariant

local feature descriptors is robust to affine distorted characters

to some extent. ASIFT was the best among the four methods.

In the experiments we did not measure the processing time

of the local descriptors. To realize a real-time character recog-

nition system, we must recognize characters quickly. Measur-

ing the processing time is a future work.
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